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SRI LANKA STANDARD STATISTICAL
VOCABULARY AND SYMBOLS

FOREWORD

This Sri Lanka Standard Vocabulary and Symbols has been prepared
by the Drafting Committee of the Bureau on Statistics and Quality
Control. It was authorised for adoption and publication by the Council
of the Bureau on 1977-05-11.

With greater recognition of the importance of statistical techniques
in quality control work, it has now become necessary to introduce
more and more statistical techniques into this field and also to facilitate
the application of the techniques which are already in use. It was
for this reason that the Bureau recently set up a Drafting Committee
on Statistics and Quality Control and entrusted the same with the
function of formulating statistical and quality control standards. The
Committee has already prepared/adopted a series of standards including
those on Random Sampling Methods, Statistical Interpretation of Data,
and Sampling Procedures and Tables for Inspection by Attributes, some
of which are due for submission to the Council of the Bureau for approval.

During the committee discussions it was found necessary that the
statistical terms used in these documents should also be standardised
s0 as to introduce their meanings and also to avoid possible confusions
in using them. This Sri Lanka Standard Vocabulary and Symbols
is the result of the Committee’s efforts towards achieving this aim.

The assistance derived from the publications of the International
Organisation for Standardization (ISO° R 645 and ISO R 1786) and
the Standards Association of Australia in the preparation of this stan-
dards is gratefully acknowledged.

SCOPE

The aim of this Sri Lanka Standard is to define some statistical
terms which may be useful in other Sri Lanka Standards.

Part 1 of this standard is divided into five sections :

(1) General terms,

(2) Terms used in calculation of probability,
(3) Terms used in sampling,

(4) General Statistical terms.

(5) Terms relating to sampling inspection,

Part 2 gives a list of statistical symbols.
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1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

3 PART 1 |
STATISTICAL VOCABULARY
1. GENERAL TERMS

Batch, Lot — A definite quantity of some commodity manu-
factured or produced under conditions which are presumed uniform.

Consignment — A quantity of some commodity delivered at
one time. The consignment may consist of one or more batches
or parts of batches.

Order — A quantity of a commodity ordered at one time from
one producer. An order may consist of one or more consignments.

Item

(a) An actual or conventional object on which a set of observa-
tions may be made, or

(b) A defined quantity of material, on which a set of observations
may be made, or

(¢) An observed value, either qualitative or quantitative.

Note: The English terms ““individual >’ and ““ unit” are
sometimes used as synonyms of ‘“‘item .,

Population — The totality of items under consideration.

Characteristic — A property which helps to differentiate bet-
ween the items of a given population. The differentiation may
be either quantitative (by variables) or qualitative (by attributes).

Test — An operation made in order to measure or classify a
characteristic,

Observed Value— The value of a characteristic determined as
a result of an observation or test.

Absolute Difference— The absolute value of the difference bet-
ween two values.

1.10 Specification — An accurate statement of a set of requirements

to be satisfied by a product, a material or a process, indicating,
whenever appropriate, the procedure by means of which it may
be determined whether the given requirements are satisfied.
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Note 1. A specification may be a standard, a part of a standard.
or independent of a standard.

Note 2. As far as practicable, it is desirable that the requirements
are expressed numerically in terms of appropriate units
together with their limits.

2. TERMS USED IN CALCULATION OF PROBABILITY

2.1

2.2

23

2.4

2.5

2.6

Random Variable ; Variate — A variable which may take any
of the values of a specified set of values and to which is associated
a probability distribution (see Clausc 2.2).

A random variable which may take only isolated values is said
to be “discrete ”. A random variable which may take all the
values of a finite or infinite interval is said to be continuous ”’,

Probability Distribution of a Random Variable -— A distri-
bution which determines the probability that a random variable
takes any given value or helongs to a given sct of values. The
probability on the whole interval of variation of the variable
equals 1.

Distribution Function — A function giving, for every value x,
the probability that the valuc of the ruidom variable X be lower
than or equal to x.

Fx)=Pr[X < x]

Probability Density Function for a Continuous Random
Variable — The derivative (when it exists) of the distribution
function.
d F(x)

dx

Note: f(x) dx is the * probability clement .
fx)dx=Prx<X<x+dx]
Probability for a Discrete Random Variable - x; being one

of the values which can be taken by the discrete random variable X,
the probability p, is

P, =Pr[X=X1]

f(x) =

Fractile (or Quantile) of a Probability Distribution — In the
case of a continuous variable, the fractile of order p of the random
variable X is a number x, such that
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2.7

2.8

29

Pr{X < xp]=py, 0<p<1

x, is the abscissa of the point of ordinate p in the graph repre-
senting the distribution function.

In the case of a discrete variable, the fractile is uniquely deter-
mined by the above relation only if x| is one of the values that

the random variable can take.

Expectation (mean) of a Random Variable — For a discrete
random variable X taking the values x; with the probability p,,

the expectation is defined by
EX)=Zpx

the sum being extended for all the values x; which ean be taken
by X.

For a continuous random variable X having the density f(x),
the expectation is defined by

E (X) =J’xf(x) dx

the integral being extended for all values of the interval of variation
of X.

Centred Random Variable — A random variable the expecta-

. tion of which equals zero.

Note: If the random variable X has an expectation equal to m,
the corresponding centred variable is the variable X - m.

Variance (of a Random Variable) — The expectation of the
square of the centred variable.

2.10 Standard Deviation (of a Random Variable) — The positive

square root of the variance.

2.11 Standardized Variate — A random variable the expectation

of which equals zero and the standard deviation of which equals 1.

Note : If the random variable X has an expectation equal to m
and a standard deviation equal to <, the corresponding
standardized variate is the variable.
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X-m

=

The distribution of the standardized wvariste is called
¢ standardized distribution >’

2.12 Coecfficient of Variation (of a Random Variable)-—'The ratio
of the standard deviation to the absolute value of the expectation
of the random variable.

2.13 Mode —- The valuc (s) of o random variable such that the proba-
bility {discrete variable) or the density (continuous variable) has
a maximum for this value (or these values).  If there is one mode,
the probability distribution of the vaviable is said to be “ uni-

modal ’,

in the other case, it is said to be ** multimodal ** (bimodal

if therc are two modes).

2.14 Binomial Distribution — The probability distribution of a dis-
crete random variable X such that, if x is ene of the integral
values 0, 1, 2...n, the distribution is

. n X n-x n _—l!__.__

Note:

0 <p <=1

When in a series of n independent trials, the probability
or realization of an event K is constant and equal to p
at each trial, the probability that for the n given trials,
the event occurs x times (x = 0. 1, 2.. n) is given
by the binomial distribution. For instance if a lot con-
tains a great number or items with a proportion defective
P a smlplc random sample of n items from the lot may
contain 0,1, 2...n, defectives and the probablh’ms
associated with these cvents arc given with a good approxi-
mation by the binomial distribution having the para-
meter p, on the condition that the sample size is small
with regard to the lot size.

The binomial distribution may be strictly applicd only
in the case of n items taken with L(I)Itmumnt

9
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2.15 Negative Binomial Distribution - The probability distribu-
tion of a discrete random variable X such that, if x is one of the
whole values ¢, ¢ +1,...(x > ¢), the distribution is

rrix=x1=71) p‘ q-p*~¢

0< px1

Note: When in a serics of n independent trials, the probability

or realization of an event 1 is constant and equal to p
. ays th - .
at each trial, the probability that the ¢ realization
of K (c being now a fixed positive integral value) occurs
th . - .

for the x trial (x =¢, ¢ + 1, ¢+ 2...)is given by
the negative binomial distribution.

2.16 Poisson Distribution— The probability distribution of a disercte
random variable X such that, if x is one of the whole wvalues 0,
1,2, ....the distribution is
— m mX
PriX=x}]=c¢ —
x!
where e is the base of natural logarithims and m is a positive para-
meter.

Note: The expectation and the variancc of the Poisson distri-
bution are both cqual to m.

2.17 Hypergeometric Distribution— The probability distribution
of a discrete random variable X which can take whole values such
that the distribution is

l’r[X:X]:(i) l?i:;i

()

n

The whole values x should satisfy the relations :
o<x<n |

x<d f
n-x<N-d

n-N+4+d £x<d

Note1: In a population containing N items, with d having a
particular property (for instance a lot of N items con-
tains d defectives) a sample of sizc n is taken without

10
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replacement. The probability that this sample contains
x items having the considered property (x defectives) is
given by the expression of the hypergeometric distribu-
tion.

Note 2 : In the formula, n and d can be transposed. The proba-
bility of getting x defectives in a sample taken from a
population of N items is therefore the same when the
sample contains n items and the population d defectives ,
as when the sample contains d items and the population
n defectives.

2.18 Normal (or Laplace - Gauss) Distribution— The probability

distribution of a continuous random variable X such that, if x is
any real number, the probability density is

{(X)z_c_:/‘_z_ﬂ: exp [~ ) (X;m) 2j

—o0 <X < o

Note: m is the expectation and o is the standard deviation of
the normal distribution (= >0).

2.19 Standardized Normal Distribution— The probability distri-
bution of a normal variable when its expectation is taken as origin
and its standard deviation as unit. For a normal variable X
having m and < as parameters, the standardized random variable

is
X -~m

-
and the probability density is

1 2
fu) = —— exp (— _.1_1___)
vVar 2

-0 < U < -+ o0

2.20 Chi-squared Distribution — The distribution of the sum of
squares of independent standardized normal variables. The num-
ber of these variables is the number p of degrees of freedom of
the 32 distributed variable, a parameter of the distribution.

11
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Note: The mathematical expression is as follows :

2 2%~ 2
F(X,U):m__(__x_);___ exp(_,x

2ir(3) z

2.21 t- (or Student) Distribution— The distribution of a quotient
of independent variables, the numerator of which is a normal
standardized variable, and the denominator of which is the positive
square root of the quotient of a y? distributed variable by its
number of degrees of freedom. The number of degrees of freedom
of ~2 is the number p of degrees of freedom of the t-distributed
variable.

Note: The mathematical expression is as follows:

| tu)v r(.'ii"_'- i

vie ' r(3) (1+%)F

2.22 F - Distribution— The distribution of the quotient between two
independent y? distributed variables, each one divided by its
number of degrees of freedom. The numbers of degrees of freedom
of the y? distributed variables of the numerator v, and of the
denominator v, are, in this order, the numbers of degrees of free-
dom of the F-distributed variable.

f(t,l/):

Note: The mathematical expression is as follows :

I(qun ;V¢)= _r_(;_____%_, (Vn)!i'}i(‘llg) ?\( F -

2.23 Log - Normal Distribution — The probability distribution of
" a continuous random variable X which can take any value from
a to infinity, with the probability density.

12
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1 1 log (x—a)-m\ 2
f(x) = ——————— exp [— ——( © ) ]
(x-a)ovem 2 v

Note 1 : The probability distribution of the variable log (X-a) is
a normal distribution ; m and < are respectively the
expectation and the standard deviation of this variable,

Note 2 : The log,, is often‘used instead of the log..

2.24 Exponential Distribution — The probability distribution of a
continuous random variable X which can take any value from
0 to + 00, with the probability density

f(x)=Xe ~ X x>0
This probability distribution may be generalized by substituting
x ~ a for x (with x > a).

2.25 Gamma Distribution —— The probabitity distribution of a con-
tinuous random variable X which can take any value from 0 to + 0o
with the probability density

S(x)= &

X xm-l

[ (m
with T >0

oo

an"r(m): € xm : d
o o

m, a positive constant, determines the form of the distribution.
When m is a whole number, we have

"{m) = A(m-—“!)!

13
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For m =1 the gamma distribution becomes the exponential
(A == 1) distribution.

This probability distribution Iﬁay be generalized by substituting
x - a for x (with x > a and b > 0).
b

2.26 Gumbel Distribution (or Double Exponential Distribution)—
The probability distribution of a continuous random variable X,
the distribution funetion of which is defined by

Y7 X-8
F(x)==exp (-& * ) with y= T b> 0,
—0 <X < F 0, -® <ag <+ w
2.27 Frechet Distribution — The probability distribution of a con-
tinuous random variable X, the distribution function of which is
defined by
N S RS S, “ >
F(x) = exp (-y / withy = s >y X oA,
—wm <a < + o

k, a positive constant, determines the form of the distribution.

2.28 Weibull Distributionr — The probability distribution of a con-
tinuous random variable X, the distribution function of which
is defined by

) 2 b>o0
with y = b » b > 0, x> a,

F(x)=1 - exp (-yk
-0 K a <+ ®

k, a positive constant, determines the foim of the disivibution.

3. TERMS USED IN SAMPLING

3.1 Sample — One or more items taken from a population and in-
tended to provide information on the population and possibly to
serve as a basis for a decision on the population or on the process
which had produced it.

14
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Note: The sampling of bulk materials, of discrete populations
and of continuous materials such as sheet metal, ete,,
requires the use of terms speceific to their nature.  To the
sampling of solid bullk materials (powders, -coal, coke,
cte.) the words ““increment ™, *“ gross sample ™, “ la-
boratory sample” and ‘ test sample” are used while
the word **specimen ” is used in conncction with the
sampling of diserete populations.  The word ¢ test picee ”
is used in connection with sampling of continuous ma-
terial such as sheet metal.

Increment -— A quantity of material acquired at one time from
a larger body of material. A number of such increments will
usually form a sample.

Note: The English word ““ increment  is not applied to liguids,
Gross Sample —— A sample as collected.

Laboratory Sample --- A sample as prepared for sending to the
laboratory.

Test Sample -~ A sample as prepared for testing.

Test Piece — A part obtained from an increment or from a
specimen for the purpose of testing.

Sampling Fraction — The ratio between the size of a simple
sample and the size of the population, or sub-population, in which
it has been taken.

Sample Preparation —— For bulk materials, the sct of material
operations such as reduction of sizes, mixing, dividing, ete. nece-
ssary to transform a gross sample into a laboratory or test sample,

Note: The sample preparation should not, as far as possible,
modify its representativity of the sampled lot.

Replicated Sample — A sample obtained by sampling, in which
the items to be taken are divided in n sub-samples of equal sizes
which arc prepared and tested scparately. The total number of
items to be taken should be, in this case, a multiple of the number
of the sub-samples.

15
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3.10 Duplicated Sample — A replicated sample containing only two
sub. -samples. ’

3.11 Simple Random Sampling — A typc of sampling in which a
sample of n items is drawn from a population of N items in
such a way that all possible combinations of n items have the same
probability of being chosen.

3.12 Stratified Sampling — Of a population which can be divided
according to criteria depending on cases into different sub-popu-
lations (called strata), sampling carried out in such a way that
specified proportions of the sample are drawn from different
strata.

3.13 Systematic Sampling — A type of sampling in which Nitems
in a population are numbcered 1 to N on a systematic basis {for
example in order of production) and a sample of n items is consti-
tuted by taking the items numbered h, h-+kh42k,....h 4+
(n - 1) k, where h and k are whole numbers satisfying the relation

h+(m -1 <N <h+nk, h being
generally taken at random from. the first k whole numbers.

3.14 Cluster Sampling — The population is divided into aggregates

~ (or clusters) of sampling units bound together in a certain manner.

A sample of these clusters is taken at random and all the sampling
units which constitute them arc included in the sample.

Note: Multi-stage cluster sampling
Cluster sampling with more than two stages can also
be considered, each sampling being made on aggregates
(or clusters) in which the clusters alrcady obtained by
the preceding sampling have been divided.

3.15 Multi-stage Sampling — A type of sampling in which the sample
is selected by stages, the sampling units at each stage being sub-
sampled from the larger units chosen at the previous slage.

4. GENERAL STATISTICAL TERMS
4.1 Class — In the case of measurable characteristics, cach of thc
_consecutive intervals into which the total interval of variation 1s

grouped.

16
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Class Limits — The values defining the upper and lower bounds
of a class,

Note: It should be specified which of the two limits is consi-
dered as belonging to the class,

Mid-point of Class — The arithmetic mean of the upper and
lower limits of a class.

Size (or Absolute Frequency) — Number of items (of a popula-
tion, batch, sample, class, ete.)

Relative Frequency -~ The ratio of the number of times g par-
ticular value (or a value falling within a given class Interval) is
observed to the total number of observations.

Frequency Distribution -— The relationship between the values
of a characteristic and their absolute or relative frequencies, The
distribution is often presented as a table with special groupings
(class intervals) if the values are measured on a continuous secale,

Cumulative Absolute Frequency -— In the case of measurable
characteristics, the number of items the values of which are lower
than or equal to a given value, or lower than or equal to the upper
limit of a given class.

Cumulative Relative Frequency - In the case of measurable
characteristics, the relative frequency of items the values of which
are lower than or equal to a given value or lower than or equal to
the upper limit of a given class.

Cumulative Absolute (or Relative) Frequency Polygon —-
The polygonal line obtained by joining the poiuts the abscissa of
which is the value of the variable or the upper limit of cach class
and the ordinate of which is the cumulative absolute (or relative)
frequency.

4.10 Histogram - A presentation of the f requency - distribution by

means of a line bordering the rectangles obtained by representing
on a horizontal axis, with a linear scale, the class limits of the
values of the characteristic and by drawing rectangles whose base
is each class interval and whose area, is proportional to the class
frequency.

17
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4.11 Population Parameter — A quantity which helps to describe
the distribution of a population.

4.12 Statistic — A function of the observed values derived from a
sample, '

4.13 Estimation, Estimate (of Parameters)

(a) Estimation — The operation made for the purposc of
assigning from the values observed on a sample, numerical
values to the paramcters of a distribution chosen as the
mathematical model of the population from which this sample
is taken.

(b) Estimator — A combination of the sample values used in
estimation.

(c) Estimate — The numerical result of this operation in a
specific case.

This result may be expressed ecither as a single numerical
value (point estimate) or as a confidence interval.

4.14 Tolerance Zone — The zone of values in which a measurable
characteristic is in conformity with its specification.

4,15 Tolerance Limits — The limit value (lower or upper) specified
for a measurable characteristic. When there is one specified
limit, it is called ‘‘ single tolerance limit . When there are two
limits, upper and lower, they arc respectively called * upper
tolerance limit >’ and *‘lower tolerance limit *.

4.16 Tolerance — The difference between thic upper and lower tole-
rance limits.

4.17 Unbiased Estimator — An cstimator T of a paramcter (6)
such that the expectation of T equals (8).

E (1) = (0)

4.18 Arithmetic Mean — Sum of the obscrved values divided by their
number. '

.18
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4.19 Weighted Average

(a) A non-negative number called weight being assigned to each
of the observed values, the weighted average is equal to the
sum of the products of each value by its weight, divided by
the sum of the weights.

{b) Weighted Variance

A non-negative number called weight being assigned to each
of the squares of the deviations of the observed values from
the arithmetic mean, the weighted variance is equal to the
sum of the product of each of the squares of the deviations
of the observed values from the arithmetic mean by it’s
weight, divided by the sum of the weights.

4.20 Median -— Of n observed values arranged in order of magnitude
and numbered 1 to n, the median of these n observed values is the
(n 4 1) th value, if n is odd.

2

If n is even, the median is undefined ; unless otherwise specified,
it may be taken to be the arithmetic mean of the n th and

(n + 1) th values. 2
2

4.21 Mean Deviation — The mean deviation from an origin is the
arithmetic mean of the deviations from that origin when all devia-
tions are given a positive sign.

Note: Unless otherwise specified, the origin is the arithmetic
mean.

4.22 Sample Variance-— The arithmetic mean of the squares of the
deviations from the arithmetic mean.

4.23 Sample Standard Deviation — The positive square root of the
variance.

4.24 Coefficient of Variation (of a Set of Observed Values) —
The ratio of the standard deviation to the absclute value of the
arithmetic mean expressed as a percentage.

Note: The above ratio is referred to as the relative error.

19
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4.25 Standard Error — The standard deviation of an estimator, the:
standard error provides an estimation of the random part of the
errorinvolved in estimating a population parameter from a sample.

4.26 Range — The difference between the greatest and the smallest
observed values of a measurable characteristic,

4,27 Mid-range— The arithmetic mean of the greatest and the smal-
lest observed values of a measurable characteristic.

4.28 Estimation of the Mean of a Population — The operation
made for the purpose of estimating the mean X of a population
considered as representing the population.

Note: The arithmetic mean x of a simple random sample of’
size n taken from that population is an unbiased esti-
mator of X or m,

4.29 Estimation of the Variance of a Population — The operation
made for the purpose of estimating the variance A% of a population
considered as representing this population.

Note 1 : In the case of a simple random sample of size, n, an
unbiased estimator of the variance is obtained by divi-
ding by n — 1 the sum of squares of the deviations of the
observed values from the arithmetic mean of this sample.

Note 2 : Distribution : The positive square root of the unbiased
estimator of the variance is often used as an estimator of
the standard deviation. However, it ought to be noted
that this estimator is not unbiased.

4.30 Confidence Interval — When it is possible to define two func-
tions T, and T, of the observed values such that, § being a popu-
lation parameter to be estimated the probability.

PIT, <0 <T,=1 - «

where 1 -« is a fixed number, positive and less than 1, the
interval between T, and T, is a confidence interval for 6.

The limits T, and T, of the confidence interval are random varia-
bles and as such may assume different values in every sample.

In a long series of samples, the relative frequency of cases where
the interval includes 6§ would be approximately equal to 1 - «.

20
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One-sided Confidence Interval — When it is possible to define
a function T of the observed values, such that, (8) being a popu-
lation parameter to be estimated, the probability Pr [T > (6)]
or the probability Pr [T < (8) 1 is equal to 1-a (whercl—a
is some fixed number, positive and less than 1), the interval from
the smallest possible value of (8) up to T, or the interval between
T and the greatest possible value of (8), is a one-sided confidence
interval for (6).

The limit T of the confidence interval is a random variable and
as such may assume different values in every sample.

In a long series of samples, the relative frequency of cases where
the interval includes (8) would be approximately equal to 1 - «.

Confidence Coefficient, Confidence Level — The value 1 -«
of the probability associated with a given confidence interval.

Confidence Limit — The values T, and T, which form the lower
and upper limits to the confidence interval.

Accuracy of the Mean — Closeness of agreement between the
true value and the mean result which would be obtained by apply-

ing the experimental procedure a very large number of times.

The procedure is the more accurate as the systematic part of the
experimental errors which alfect the results is smaller.

Precision — Closeness of agreement between the results obtained
by applying the experimental procedure several times under pres-
cribed conditions.

The smaller the random part of the experimental errors, the more
precise is the procedure.

Repeatability — Closeness of agrecment between successive -
results obtained with the same method on identical test material.
and under the same conditions (same opcrator, same apparatus,
same laboratory and same time).

Reproducibility — Closcness of agrecment between individual
results obtained with the samc method on identical test material
but under different conditions (different opcrators, different appa-
ratus, different laboratorics and/or different times).

21



S.L.S. 421 : 1977

Note: If the terms 4.34 to 4.87 are used with other mecanings
than those given above, the terms should be specially
and precisely defined, as experience has shown that
ambiguities can arise.

4.38 Likelihood — The probability of obtaining some set of observed

values, when it is supposed that these are obtained independently
from each other from the same specified distribution.

4.39 Statistical Test— A procedure based on a function (called

“ statistic ’) of the values observed on one or more samples and
leading to rejection or not to rejection, with some risks of error
(see Clauses 4.40 and 4.42), a hypothesis generally called * null
hypothesis ” relating to the sampled population(s).

Examples : Test of the hypothesis that the mean m of the popu-
lation from which a sample has been taken equals
a specified number m (null hypothesis m - m, = 0).

Test of the equality between the means m; and m, of
the populations from which two samples have been
taken (null hypothesis m;, —mgy = 0).

Test of the hypothesis that the lot percent defective
p is not greater than a given value p; (null hypothesis
p-Pp;<0).

4.40 Error of First Kind — The error made in rejecting the null

441

22

hypothesis when it is truc. The probability of committing such
an error, provided the null hypothesis is true, is called risk of
first kind. The maximum value of this risk (upper bound) is
the level of significance «.

Note: For instance, with the null hypothesis p - p;, the upper
bound of this risk in most tests is obtained for p = p,.

Alternative Hypothesis -—— An hypothesis which is used when
null hypothesis is rejected.

Examples : Test of the null hypothesis m —~m, = 0 (m = mean
of the population from which a sample has been taken, m, =
specified number) against the alternative hypothesis m —m, > 0.

Test of the null hypothesis m —1m, = 0 against the alternative
hypothesis m - m, %0.
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4.42 Error of Second Kind — The error made in not rejecting the
- null hypothesis when it is false. The probability of committing
such an error depends on the actual state, which can be charac.
terized by the valuc of one or several parameters. It is called

risk of second kind.p

4.43 Power of the Test — The complement to 1 of the risk of second
kind (1 - ) is named “ power of the test .

4.44 Two-sided Test— A test in which the null hypothesis is re-
jected if the specified statistic takes a value outside a finite speci-
fied interval.

If the interval is chosen in such a way that the probability of
rejection, when the null hypothesis is true, is equally divided on
both sides of this interval, then the test is called symmetrical >,

4.45 One-sided Test — A test in which the null hypothesis is rejected
if the specified statistic takes a value less (or greater) than a
given number,

4.46 Operating Characteristic Curve of a Test (OC Curve) —
When the actual state is characterized by one value of the set
of possible values of a parameter, the operating characteristic
curve of the test shows the probability of no-rejection of the null
hypothesis for the different possible value of the parameter used
in the test,

Example : Test of the hypothesis that the mean m of a normal
population the variance of which is known cquals a specified
value mg,

n items are taken at random from the population ; the arithmetic
mean X of the characteristic under consideration is computed
for this sample,

Besides, a number L (which is, in the present case, independent
of the observed results) is determined ; if X falls in the interval
m, + L, the hypothesis is not rejected ; in the other case, it is
rejected.

The operating characteristic curve of this test shows, as a function
of the possible values of the mean m of the population, the proba-
bility not to reject the hypothesis m = m that is to say, the
probability that the mean % falls in the interval my + L. For

23
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4.47

4.48

4.49

24

m = m,, the ordinate of the operating characteristic curve equals
1-a, « being the risk of first kind (level of significance) asso-
ciated to the null hypothesis m = m,. For any value m,  1n,,
the ordinate of the curve equals B, the risk of second kind asso-
ciated to the alternative hypothesis m = m,. .

Note: The operating characteristic curve of a test is also called"
“ Power function of the test ™.

t (Student) — Test — A test in which the statislic used has a
t-(Student) distribution occurring, for instance, in the following
problems :

— test of the equality between the mean of a normal population
and a specified value based on the mean observed on a sample
taken from this population, the variance of the population
being estimated from these samples ;

— test of the equality between the means of two normal popu-
lations having the same variance based on the means observed
on two independent samples taken from these populations, the
common variance being estimated from these samples ;

-— test of a linear regression coefficient.

F-Test — A test in which the statistic used has an F-distribution,
occurring for instance in the following problems :

- test of the equality of the variances of two normal populations
based on the variances estimated from two independent sam-
ples taken from these populations ;

— test occurring 'in the analysis of variance,

Chi-squared Test — A test in which the statistic used has a y?2
distribution, occurring for instance in the following problems :

— test of the cquality between the variance of a normal popula-
tion and a specified variance, based on the variance estimated
from a sample taken from this population ;

— comparison between the observed sizes and the theoretical
sizes corresponding to a distribution specified in advance or
defined from observed values ;

— tests of independence and of homogeneity.
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5. TERMS RELATING TO SAMPLING INSPECTION
5.1 Quality Control

(a) In the wider sense:the set of operations (programming,
co-ordinating, carrying out) intended to maintain or to im-
prove quality, and to set up the production at the most eco-
nomical level which allows for customer satisfaction.

5.2 Statistical Quality Control — Quality control using statistical
methods (such as control charts sampling plans ete.)

5.3 Acceptancé—— The consent to take a lot ag offered.
5.4 Rejection — The refusal to take a lot as offered.

Note: When it is applied to the consignment of a producer,
the term “rejection’ means in a more liberal sense
*“non acceptance ” of the lot under the conditions of the
contract (e.g. the lot may be brought into another class,
put through a lowering of price, ete.)

5.5 Sampling Plan — A plan according to which one or more samples
are taken in order to obtain information and to reach a decision.

5.6 Acceptance Sampling Plan — A sampling plan intended for
determining the acceptance or the rejection of a lot,

5.7 100% Inspection — Inspection of all the items or of the whole
material in a batch.

5.8 Sampling Inspection — The Inspection of a limited number of
units, or of a limited quantity of material, taken at random from
the lot or process according to a prescribed sampling plan.

5.9 Lot Inspection, Acceptance Inspection

(a) Lot inspection : the inspection carried out on a lot once an
operation of production is finished, for example before passing
from one production operation to another.” The inspection
carried out when the whole of the production operation is
finished is called “ final inspection *’,

(b) Acceptance inspection : the Inspection of delivered products,
carried out by a consumer.
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5.10 Original Inspection — The term  original” applies to lots
submitted to inspection for the first time, in order to distinguish
them from lots which are to be re-submitted.

Note: As a matter of fact, when a lot has been rejected, the
producer may be authorised to re-submit this lot after
it has been modified in order to improve its quality
(screening inspection, repairing etc.).

5.11 Single Sampling — A type of sampling which consists in taking
only one sample on which a decision is made.

5.12 Double Sampling -— A type of sampling which consists in taking
possibly a second sample according to the information given by
the first.

5.13 Multiple Sampling —— A type of sampling which consists in
taking possibly up to k successive samples, the decision on taking
the i-th sample (i < k) being dependent on the information given
by the (i —1) previous samples.

5.14 Sequential Sampling — A type of sampling which consists in
taking successive itcms, or sometimes successive groups of items,
but without fixing their number in advance, the decision to accept
or reject the batch being taken as soon as the results permit it,
according to a rule laid down in advance.

5.15 Defect — A failure of an item to meet a standard with respect to
one or more specified characteristics.

5.16 Critical Defect — A defect that, according to judgment and
experience, is likely to result in hazardous or unsafe conditions
for individuals using, maintaining, or depending upon the con-
sidered product, or that is likely to prevent performance of the
function of a major end item.

5.17 Major Defect — A defect, other than critical, that is likely to
result in a failure, or to reduce materially the usability of the
considered product for its intended purpose.

5.18 Minor Defect — A defect that is not likely to reduce materially
the usability of the considered product for its intended purpose,
to that is a departure from established specifications having little
bearing on the effective use or operation of this product.
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5.19 Defective, Defective Item -— An item containing one or more
defects.

5.20 Critical Defective -— An item which contains one or morc major
defects ; it may also contain major or minor defects,

5.21 Major Defective — An item which containing one or more major
defects ; it may also contain minor defects but no critical defect.

5.22 Minor Defective — An item which contains one or more minor
defects ; it contains no critical or major defect.

5.23 Mean Number of Defects per Unit — The number of dcfects
observed on a given size divided by this size. Multiplied by 100,
it gives the ‘ mean number of defects per 100 units ”’,

5.24 Fraction Defective — The number of defective items divided by
the total number of items. Multiplied by 100, the fraction
defective gives the ‘* percentage defective .

5.25 Process Average — The average quality of production estimated
from successive samples taken from the production process.

5.26 Method by Attributes — A method of estimating the quality
which consists in taking note, for every item of a population or
of a sample taken from this population, of the presence or the
absence of a certain qualitative characteristic (attribute) and in
counting how many items have or do not have this characteristiec.

5.27 Method by Defect-counting — A method of estimating the
quality which consists in counting, over the items of a population
or over a sample taken from this population, the number of defects
per item or for 100 items. '

5.28 Method by Variables — A method of estimating the quality in
which certain quality characteristics of the sample are evaluated
~with respect to a continuous numerical scale and expressed as
precise points along this scale. The method records the degree
of conformance or non-conformance of the item with specified
requirements for the quality characteristic involved.

5.29 Acceptance Number — The greatest value of the number of
defects or defectives found in the sample which involves the
acceptance of the lot in a sampling inspection by attributes.
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Note: In sampling by~variables, other acceptance or rejection
numbers may be defined in terms of the observed values
and the permitted tolerances,

. 5.30 Rejection Number — The lowest valuc of the number of defects
or defectives found in the sample which involves the rejection of
the lot, in a sampling inspection by attributes.

5.31 Probability of Acceptance —— The probability that a lot of a
given quality will be accepted by a given sampling plan.

5.32 Probability of Rejeétion — The probability that a lot of a given
quality will be rejected by a given sampling plan.

5.33 Curtailed Inspection - In the case of simple or multiple samp-
ling, an inspection stopped as soon as the decision (acceptance -
or rejection) may be taken.

In the case of sequential sampling, an inspection stopped accor-
ding to a rule laid down in advance, though the decision of accep-
tance or rejection could not be taken ; then this decision is taken
according to a rule also laid-down in advance,

5.34 Inspection Level — A characteristic of a sampling plan, chosen
in advance and connecting the size of the sample (s) to the lot
size.

5.35 Normal Inspection — The inspcction which is used when there
is no reason to think that the quality level of the production
differs from the level provided for.

5.36 Reduced Inspection — The inspection, less severe than the
normal inspection, to which it is passed when the inspeetion
results of a number of lots allow the belicf that the quality level
of the production is high.

5.37 Tightened Inspection —— The inspection, more severe than the
normal inspection, to which it is passed when the inspection results
of a number of lots allow the belicf that the quality level of the
production is poor.

5.38 Operating Characteristic Curve (OCC) -~ A curve showing,
for a given sampling plan, the probability of acceptance.of a
batch as a function of its actual quality.
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5.39 Producer’s Risk — For a given sampling plan, the probability
of rejection of a batech whose defective proportion has a value
stated by the plan.

5.40 Consumer’s Risk — For a given sampling plan, the probability
of acceptance of a batch whose defective proportion has a value
stated by the plan. (This value is cvidently greater than the onc
relating to a producer’s risk),

5.41 Acceptable Quality Level — A quality level which in a sampling
plan corresponds to a specified but relatively high probability
of acceptance,

5.42 Lot Tolerance per cent Defective — A quality level which in
a sampling plan corresponds to a specified but relatively low
probability of acceptance.

5.43 Point of Control (of the Operating Characteristic Curve) —
The point of the operating characteristic curve corresponding to
probabilities of acceptance and rejection equal to 0.50.

5.44 Quality Limit — The quality of a lot, or a scries of lots, settled
by any authority or by agreement between producer and con-
sumer, to be regarded as the lowest quality acceptable.

5.45 Average Outgoing Quality (AOQ)--"The average quality

expressed in percentage defectives or in number of defects per

-, 100 items, of the product obtained after inspection, including not

only batches aceepted by the plan but also batches rejected by

the plan which have been given 1009, inspection and all defectives
replaced by non-defectives.

5.46 Average Outgoing Quality Limit (AOQL) — The maximum
value of the average outgoing quality.

5.47 Average Sample Number - I'or a given sampling plan, the
average number of inspeeted items, expressed as a function of
the actual quality.

5.48 Assignable Cause-—A causc of systematic variation identi-
fiable by statistical methods.

5.49 Process under Control-—A process the mean and variability
- of which remain within specified limits.
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5.50 Control Chart— A chart on which limits are drawn and on

which are plotted values of any statistic computed from successive
samples of a production. The control chart is used to investigate
if a process may be considered under control.

The statistics which are used (mean, range, percentage, defective
cte.) define the different kinds of control charts.

5.51 Upper and/or Lower Control Limits — In a control chart, the

limit below which (upper limit) or above which (lower limit), or
the limits between which the statistic under consideration is with
a very high probability when the process is under control. When
the value of the statistic computed from a sample is above the
upper limit or below the lower limit, a corrective action should
generally be made on the process of production.

5.52 Upper and/or Lower Warning Limits — In a control chart,

A O

=]

the limit below which (upper limit) or above which (lower limit)
or the limits between which the statistic under consideration is
with a high probability when the process is under control. When
the value of the statistic computed from a sample is outside the
warning limits but inside the control limits an increased supervision
of the process of production is generally necessary.

PART II
STATISTICAL SYMBOLS

Random variable, variate, value obscrvable on a
characteristic, In a populatlon

particular value

class number

population or lot size

sample size

relative frequency, for a sample
range of a sample

arithmetic mean for a population

arithmetic mean for a sample



A
{cH*or o

c* or 8—
PorPr
P (E) or Pr (E)

X2
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variance of a random variable or of a population

standard deviation of a random variable or of a
population

variance of a sample
standard deviation of a sample

Note: The symbol s?is also often used to desig-

nate the sum of the squares of the deviations
from the arithmetic mean, divided by
n—1 (and the symbol s for the square
root of this quantity).

estimator of the variance o2

estimator of o

probability

probability of an event E
fractile of order p of the random variable X

expectation of a random variable. In some cases,
m is used to designate the expectation.

standard normal variable
number of degrees of freedom

shows both the random variable and a particular
value of this variable

Note: If necessary, the following symbols should
be used :
X; — fractile of order « of the X2 variable
X2(V) — X2 variable with V degrees of freedom
X: (V) — fractile of order « of the X? variable with

V degrees of freedom.
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+ shows both the random variable and a particular
value of this variable

Note: If necessary, the following symbols should

be used :
ty — fractile of order « of the t variable
t(V) — t variable with V degrees of freedom
t oc(V) —  fractile of order « of the t variable with v

degrees of freedom

F shows both the random variable and a particular
value of this variable

Note: If necessary, the following symbols should

be used :
P, — fractile of order « of the F variable
F(V,,V,) — F variable with ¥, and V, degrees of
freedom
Pa(‘)vvz) —  fractile of order « of the ¥ variable with

v, and V, degrees of freedom

Note: If necessary, indices may be added to symbols.

ALPHABETICAL INDEX

Absolute
Cumulative frequency 4-7
Cumulative frequency polygon 4-9
difference 19
frequency 4-4
Acceptable
quality level 5-41
Acceptance 58
inspection 59
number 5-29
probability of ~ 5-31
sampling plan 56
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Accuracy

of the mean
Arithmetic

mean
Assignable

cause
Attributes

method by .~
Average

‘outgoing quality (AOQ)

out going quality limit (AOQL)
process

sample number

weighted ~
Batch
Bionomial

distribution
Cause

; assignable

‘Centred

random variable
Characteristic

Chart
Control ~

Chi-squared

distribution
test
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Class

limits

mid point of ~
Cluster

sampling
Coeficient

of variation (of a set of observed values)
of variation (of a random variable)

Confidence

coeficient

interval

one-sided ~ interval
level

limits

Consignment

Consumer’s

risk

Control

chart
upper and/or lower ~ limits
point of ~

process under

Quality ~
Statistical quality ~

Critical

defect
defective

Cumulative

absolute frequency e
absolute frequency polygon

relative frequency cee
relative frequency polygon ...
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Curtailed
inspection

Defect
counting (method by)
critical
major

mean number of ~* per unit

minor

Defective
critical
fraction ~*
item
let tolerance per cent ~
major
minor ~/

Density
probability~function

Difference

absolute e

Distribution
binomial .~
chi-squared —~
funection

Distribution

double exponential
exponential ~
-'l‘"
Frechet ~
gamma
Gumbel ~
hypergeo metric
Laplace -~ Gauss
log — normal ~
negative binomial ~
normal
Poisson ~
standardized normal —
Student ~

t
Weibull ~
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17
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28
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16
19
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Double
sampling
Duplicated
sample
Error

of first kind
of second kind

Estimate
Estimation

of the mean of a population

of the variance of a population

Estimator

unbiased
Expectation

of a random variable
Expoﬁential

distribution
double ~ distribution

distribution
test

Fractile
ol a probability distribution
Fraction

defeetive

12

514

440
442

413
4-13

428
429

418

417

26
524
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Fraction

defective ves
sampling ~

Frechet
distribution

Frequency
cummulative absolute ~
cummulative absolute ~ polygon
cummulative relative ~
cummulative relative ~ polygon
distribution e

Function

distribution
probability density ~

Gamma
distribution
Gross
sample
Gumble
distribution
Histogram
1009, inspection
Hypergeometric
distribution
Hybothesis

alternative ~
null ~
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Increment ‘s
Individual

Inspection

acceptance ~
curtailed —~
level

lot ~
normal ~

original ~
reduced ~
sampling ~
tightened
Interval

confidence ~
one-sided confidence —~

Item
Laboratory
sample
Laplace-Gauss
distribution
Level

acceptable quality ~
inspection

Likelihood

Limit

average outgoing quality ~...

class ~
confidence ~/
control ~
Quality
tolerance ~
warning
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Lot 1-1
inspection e 5-9
tolerance percent defective ... 542

Mean 2-7
accuracy of the — 4-34
arithmetic ~ 4-18
deviation .o 4-21
estimation of the ~ of a population 4-28

Median 4-20

Method
by attributes 5:26
by defect-counting 5-27
by variables 5-28

Mid point
of class 4-8

Mid-range e . ver 4-27

Minor
defect 5-18
defective 5-22

Mode 2-18

Multiple
sampling 5-18

Multi-Stage
sampling 3:15

Normal
distribution . e e 2-18
inspection 5-85
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Number

acceptance ~
average sample —~
rejection ~

Observed value
Operating

characteristic curve (OCC)
characteristic curve of a test

Order
Original
inspection
Point
of control
Poisson
distribution
Population
parameter
Precision
Preparation
sample ~/
Probability

for a discrete random variable
of acceptance

density function

distribution

of rejection

40

Ot
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29
47
30

38
46

10

43

16

81
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Process

average
under control

Producer’s
risk
Quality

acceptable ~ level

control

limit

statistical ~ control
Quantile

Random

centred ~ variable
variable

Range
mid ~
Reduced
inspection
Rejection

number
probability of ~

Relative

cumulative ~ frequency
cumulative ~ frequency polygon

frequency

Repeatability
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Replicated

sample
Reproducibility
Sample

duplicated —~
gross ~/
laboratory ~
test .~ )
preparation, ~ -
replicated

standard deviation

variance **°

Sampling

cluster ~""
double ~
fraction
inspection
multiple
multistage ~
plan
sequential ~

simple random ~

single ~
stratified ~
systematic ~

Sequential
sampling

Simple

random sampling
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Single
sampling
Size
Specification
Standard
deviation
Standardized

normal distribution
variate

Statistic
Statistical

quality control

test
Stratified
. sampling
Student
distribution
Symmetrical
test
Systematic
sampling
¢ distribution
test
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2:10

2:19
2-11

4:12

52
4-89

8-12

2:21

444

8-18
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447
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Test

chi - squared 7
| I

one-sided ~

operating characteristic curve of a ~ ...

Test
piece .
sample
statistical
student
symmetrical
t
two - sided oo
Tightened
inspectlion
Tolerance
limit
ZONe
Unbiased
estimator
Untt e
Variable

centred random ~
continuous random 2
disercte random
randoin ~

Variables
methed by
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Variance

estimation of the ~ of a population
sample ~
weighted ~

Variate

standardized ~ o
Variation

coeficient of (of a set of observed values) —~
coeficient of (of a random variable) ~ ...

Warning
limits
Weibull
distribution
Weighted

average
variance

Zone

tolerance ~
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SLS CERTIFICATION MARK

The Sri Lanka Standards Institution is the owner of the
registered certification mark shown below. Beneath the mark,
the number of the Sri Lanka Standard relevant to the product
is indicated. This mark may be used only by those who have
obtained permits under the SLS certification marks scheme.
The presence of this mark on or in relation to a product
conveys the assurance that they have been produced to comply
with the requirements of the relevant Sri Lanka Standard
under a well designed system of quality control inspection
and testing operated by the manufacturer and supervised by
the SLSI which includes surveillance inspection of the factory,
testing of both factory and market samples.

Further particulars thhe terms and conditions cyrthe permit
may be obtained from the Sri Lanka Standards Institution,
17, Victoria Place, Elvitigala Mawatha, Colombo 08.

Printed at SLSI (Printing Unit)
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SRI LANKA STANDARDS INSTITUTION

The Sri Lanka Standards Institution (SLSI) is the National Standards Organization of Sri Lanka
established under the Sri Lanka Standards Institution Act No. 6 of 1984 which repealed and
replaced the Bureau of Ceylon Standards Act No. 38 of 1964. The Institution functions under
the Ministry of Science & Technology.

The principal objects of the Institution as set out in the Act are to prepare standards and
promote their adoption, to provide facilities for examination and testing of products, to operate
a Certification Marks Scheme, to certify the quality of products meant for local consumption
or exports and to promote standardization and quality control by educational, consultancy

and research activity.

The Institution is financed by Government grants, and by the income from the sale of its
publications and other services offered for Industry and Business Sector. Financial and

administrative control is vested in a Council appointed in accordance with the provisions of

the Act.

The development and formulation of National Standards is carried out by Technical Experts
and representatives of other interest groups, assisted by the permanent officers of the Institution.
These Technical Committees are appointed under the purview of the Sectoral Committees
which in turn are appointed by the Council. The Sectoral Committees give the final Technical
approval for the Draft National Standards prior to the approval by the Council of the SLSI.

All members of the Technical and Sectoral Committees render their services in an honorary
capacity. In this process the Institution endeavours to ensure adequate representation of all

view points.

In the International field the Institution represents Sri Lanka in the International Organization
for Standardization (ISO), and participates in such fields of standardization as are of special

interest to Sri Lanka.

Printed at the Sri Lanka Standards Institution, 17, Victoria Place, Elvitigala Mawatha,
Colombo 08.
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